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1 Discrete Broadcast Channel

Definition 1 (Discrete Memoryless Broadcast Channel (DM-BC)) 4 DM-BC
is defined by a tuple (X, Y1, V2, Py,v,|x ), where X is a finite input alphabet, Y, and Y, are fi-
nite output alphabets, and Py,y, x is a conditional probability mass function such that for all
(@, 91,Y2) € X X W1 X Vo, Privyx (Y1, Y2, ) = Pyyvyx (Y1, y2|2) Px (x), where Px (x) is the
probability of the input symbol .

Definition 2 (Code for Broadcast Channel (DM-BC)) A code for a DM-BC
(X, V1, V2, Pyvy|x) is defined by the tuple (Mo, My, My, n, f™, ¢§"), ¢§n)), where ) is the
encoding function such that

FMd1,2,00 My x 1,2, My x {1,2,. .., My} — XM ®
and ¢\ are the decoding functions such that for all i € {1,2}

o™ Y™ (1,2, My x {1,2,..., M;} )

(2

When M, = 1, the channel is called a DM-BC with private messages only.

Definition 3 (Rates of a Code in the DM-BC) The rate tuple (R, Ry, R2) associated
to a code (Mg, My, My, n, f® g{™ ¢§n)) satisfies for all i € {0,1,2},
log, (M;)

R, = —==—~. (3)
n



Definition 4 (Probability of Error) The individual probabilities of error P, of a
code (M07 Mla M27 T, f(n)’ ¢gn)7 ¢gn)) are

Py = Pr 6" (V) # (Wo, W) , o)
where Wy, Wy are the indices of the transmitted messages.

Definition 5 (Achievable Rates) The tuple (R, R1, R2) € R, is achievable in the DM-
BC (X, Y1, Y5, Py,v,|x) if there exists a sequence of tuples { (Z”RO ,2nfi onktz - f(n) ¢§n) , ¢§”)) }Oo

n=1
such that the union of the individual error probabilities P, < Pe,I(") + Pm(”) tends to zero
as the blocklength n tends to infinity. That is,

lim supPe(”) =0. )

n—oo

Definition 6 (Capacity Region of the DM-BC) The information capacity regionCpy—pc C
]R{i of the DM-BC (X, V1, V2, Py, v, |x) is the closure of all achievable information tuple (Ry, Ry, Ry).

* Note: the capacity region Cpy/—pc of the DM-BC is not known in the general
case.

In the following the results are restricted to the DM-BC with private messages
only, for simplicity purpose.

Theorem 1 (CutSet Outer Bound) The capacity region Cpyi—pc of the DM-BC (X, V1, Vs, Py,vs|x)

is upper bounded by
Ry < I(X;Y3), ©)
Ry <](X;3/2>, (7)
Ry + Ry < I(X;Y1,Y5), ®

Theorem 2 (Superposition Coding Inner Bound (with private messages only))
A rate pair (R, Ry) is achievable for the DM-BC (X, Y1, Vo, Py, v, |x) if

R < ](X,X/l|U), (9)
Ry < I(U;Ys), (10)
Ry + Ry < I(X; Y1), (1)

Sfor some joint distribution Py x = Py Px\u.



Theorem 3 (Marton’s Inner Bound (with private messages only)) A rate pair (R;, R>)
is achievable for the DM-BC (X', Y1, V2, Py,v,|x) if

R, < I(Ul;)/i), (12)
R2 < I(UQ,}/Q), (13)
Ry + Rs <](Ul;}/l)‘l_l(UQ;YVQ)_I(UI;UQ), (14)

for some joint distribution Py, and a deterministic function x(uy, us).

2 Degraded BC

Definition 7 (Physically Degraded BC) A DM-BC (X, Y1, Ys, Py,y,|x) #5 said to be
physically degraded f
PYlYQ\X = PYl\XPY2|Y1> (15)

e j.e. X — Y, — Y, forms a Markov chain.

Definition 8 (Stochastically Degraded BC) A DM-BC (X, )1, Y5, Py,v,|x) #s said
to be stochastically degraded or simply degraded, if there exists a random variable Y, such that
Y1|X ~ Py, x and X — Y1 — Y5 form a Markov chain.

Py vaix = Prx Py (16)

Theorem 4 (Achievable Region of the Stochastically Degraded DM-BC) The
achievable region Cpy pc of the degraded DM-BC (X, V1, Vs, Py v, x) #

Ry < I(X;Y1|U0), (17)
Ry < I(U;Y5), (18)

for some joint distribution Py x.

Theorem 5 (Converse Region of the Stochastically Degraded DM-BC) The con-
verse region C e of the degraded DM-BC (X, V1, Vs, Pyyy, 1x) 75

Ry < I(X;n|U), (19)
RZ S ](U7}/2)7 (20)

for some joint distribution Py x and where |U| < min {|X|, ||, |V2|} + L.

Corollary 1 (Capacity Region of the Stochastically Degraded DM-BC) The ca-
pacity region Cpi— e of the degraded DM-BC (X, Y1, s, Py,v,|x ) satisfies:

CDM—BC’ = QDM—BC = éDM—BC- (21)



3 Gaussian Broadcast Channel

The two receivers discrete-time additive white Gaussian noise BC model is given by
the following outputs:

Yi=g x X+ 7, (22)
}/2:.92><X+227 (23)

where ¢; and g¢» are positive real numbers and Z; ~ N (0, 1), with i € {1,2} are mutu-
ally independent. Assume without loss of generality that |g1| > |ga|.
Thus, at time ¢, the channel outputs are:

Yie=01 x X4 + Zuy, (24)
Yor = go X Xy + Zo;. (25)

For notational convenience, we consider the equivalent Gaussian BC

Y =X+ Z{, (26)
Yo = X + 7, (27)

where Z! ~ N'(0, N; = 1/g?), fori € {1,2}.

The goal of the communication is to convey two independent messages M; and
M, from the transmitter to two receivers using a blocklength of n channel uses. The
message indexes W, and W, are mutually independent and uniformly distributed over
the sets Wi £ {1,...,2"%1} and Wy, £ {1,...,2""2}. The channel input X =
(X1, Xo,...,X,) € R"is generated using the encoding function:

W x Wy — R (28)
The transmission is constrained by an average input power constraint:

1
n

> Bwaw, [ X7] < P, (29)
t=1

The Gaussian-BC is fully described by two SNR parameters

P
SNR; = N (30)
P



The transmitter uses two independent variables U, V with pdf fi; ~ N (0, aP) and
fv ~N(0,aP)where v € [0,1]]anda =1 — a.
The transmitter generates two codebooks :

* Randomly and independently generate 2"/ sequences U (W5) according to f.
* Randomly and independently generate 2"/ sequences V (1) according to fy .

Then X is generated according to X (W, W) = U(Ws) + V (W7).
Receiver 1 uses successive decoding: it firstly decodes Wy = ¢7,(Y ;). Then it
generates U and decodes W; = ¢7,(Y; — U). Receiver 2 decodes directly W, =

95 (Y2).

Theorem 6 (Capacity Region of the Gaussian-BC) The capacity region C;—pc of
the Gaussian-BC is

1

Ry < 5 lOg(l + OéSNRl) , (32)
1 aSNR,
Tloo (1 4 O

f <5 °g< +1—|—O&SNR2>7 63

for some o € [0, 1].



